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ABSTRACT:

The RCD30 is a four-band (RGB and NIR) medium formatearantonsisting of a single lens and two frame ssnbehind a
dichroic beam splitter. Therefore the light travets different optical paths until it reaches thanfie sensors. In order to get a
distortion free four-band image, the position ofteaixel in each image (RGB and NIR) needs to beected using pre-defined
parameters. This paper describes the geometrioratitin process for the RCD30 frame sensor. Theradililm process relies on
correction grids that can be obtained either fromuadle adjustment calculation with calibratiorgliif images or from direct
measurements done in the laboratory using a higtigion goniometer. For the first method, the neyplementation of the bundle
adjustment software ORIMA is used. The calculatibthe correction grid within the overall adjustmegmbcess is described in
more detail. As a second method, a laboratory iGlidn process was established to avoid the cdstscalibration flight for every
single camera. A comparison will show that bothcedures deliver comparable calibration results. ddreection grids produced
by the calibration are fed into the new post-pretes software called Leica FramePro, which therivded distortion-free multi-
band images. Those rectified images can then hbefuprocessed on any digital workstation withoavihg to handle camera
specific parameters.

1. INTRODUCTION The calibration approach has been driven by theggdesf the
camera, requiring two frame sensors with diffedagitt paths.
This design leads to a band specific calibratiat ilows for
generating geometrically distortion free four-bamages.

To illustrate the effect on the imagery, Figure Hows

Color-RGB and False-color-Infrared (FCIR) images havag lo
been used in aerial photography. However, untilemdy,
medium format cameras were only allowing the adtjors of

one of the two image types at a time. Placing @&-blocking
filter instead of a NIR-blocking filter in front ofhe lens
system, the sensitivity of the blue CCD cells for Ni& be
used to capture a relatively poor quality FCIR imafke

magnified small patches from the top right cornearoRCD30
image in raw form and with the calibration applietd RGB we
see that color fringes that result from chromatiersation in
the lens system are removed. In FCIR we see thatteddarge

medium format camera Leica RCD30 can deliver a co- offset between RGB and NIR can be handled properly.

registered four-band (RGB and high spectral qualityrR)N
image in a single exposure using a single lenstandframe
sensors behind a dichroic beam splitter.
The beam splitter causes small

distortions in the NIR image. This suggests usir@pection

grid instead of a standard parametric distortiomeho

This paper describes two ways to calibrate the RCOB@

first way is based on a bundle adjustment calcutatiith an

image block from a dedicated calibration flight wdes the
second way is based on a laboratory calibratioh gjtecially
designed equipment and software. Both ways ledldet@ame
set of calibration parameters. The laboratory psedeas the
advantage of being more cost-efficient comparea dedicated
flight and being independent from weather condgiofhis

makes it the preferred way for the initial factaglibration.

The calibration by bundle adjustment calculatioonfra test
flight image block is the preferred method for camee-

calibration. It can be performed anywhere in therldvand

does not require shipping the camera to a -caldmati

laboratory.

If the sensor is equipped with an
misalignment must be calibrated with a calibratilaght. This
paper focuses on the RCD30 frame sensor calibratitre -
misalignment calibration is beyond the scope of ffaper. The
interested reader can refer to (Hinsken, 2002)afatetailed
description of misalignment calibration.

The RCD30 has interchangeable lenses with a mount tha

ensures accurate repositioning of the lens on déhegeca body.
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Figurel. A raw and geometrically calibrated image
patch in RGB (top) and FCIR (bottom)
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2. DESIGN ASPECTSOF THE RCD30

The RCD30 design focused on creating a compact fand-b
camera head with good geometric stability, and r@aaonable
cost level. Figure 2 shows a sectional view ofgéesor head.

The elements having the biggest impact on the pofcthe
camera head are the lens system and the CCD seimsorder
to keep the costs low, the decision has been nwadeuse and
adapt existing studio photography components. Hewev
special care has been taken to ensure that theseels are
suited for photogrammetric applications. The nesdaf stable
geometry and focus over the wide temperature rafgeflight
led to a new rigid and a-thermalized lens systemsing. A
special mount makes sure that the lens systempssiioned

orthogonal drives allows proper operation also l&oge drift
angles.

The FMC position in both axes is measured continlyotes
subum accuracy, and the mid-exposure positions areedtor
with each image. Thus the image registration candieected
for FMC movements.

3. CALIBRATION APPROACHES

The calibration and the co-registration of the spébands are

handled separately. The green band was chosen aas th

geometric reference because it has two advantages tbe
other Bayer bands: the sampling is 2 times dengut, the
design of the optical elements is optimized fors tepectral
range. In order to correct for the chromatic aliema and
ensure co-registration, the calibration providegesions for

within 2 um after exchange. The sensors are two (almost) off-each band independently.

the-shelf 60 megapixel CCD chips. The NIR CCD does not

have a Bayer filter and is used in the 2x2 digitddipned
mode. This increases the sensitivity and eliminatdd-even
effects originating from spectrally adapted sewiigis in the
original Bayer cells of the RGGB version.

The spectral separation between RGB and NIR is dona by
dichroic beam splitter plate that reflects RGB at 8ad lets
NIR pass straight through. The RGB light is reflectedthe
planar surface of the beam splitter and is onleaéd by
radial symmetric distortion caused by the lensesystin the
NIR light path, the light has to pass through therbesplitter
plate, which behaves in non parallel light at 456€lination
angle like an aspheric element. The sharpness efNiR
image is ensured by a dedicated aspherical sudiadbe rear
side of the beam splitter plate. Figure 9 showsractjzal
example of the NIR distortion.

NIR CCD

Beam splitter

One of the two

RGB CCD FMC motors

FMC plate

Figure 2. Mechanical and optical core of the RCD 30

The Bayer pattern does not allow the use of the Thaky
Integration (TDI) for Forward Motion CompensatioRMC)
on the chip itself. Therefore a motorized FMC hadb®
designed. It shifts the whole focal plate unit éstisg of the
beam splitter, both CCDs and the front-end electsoniltis
concept has the following advantage over TDI: Corinigitiwo
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For the laboratory calibration the camera is madiels a five-
band system, using the original 15 megapixel imdgegach
of the Bayer cell elements - Red, Greenl, Green2, Bar
the 15 megapixel image for the binned NIR. Greenised as
the reference for aligning the calibration devite.a second
step the distortions are measured for each bamdy dsband
images of pinholes, laid out in a regular grid eead at the
principal point for the Greenl image.

The calibration by bundle adjustment relies on iesagreated
by Leica FramePro (Chapt&). These are four single band
images (Red, Green, Blue and NIR) interpolated to ftile
sensor resolution of 60 megapixel. Either a previatoratory
or flight calibration or just nominal values areedsas a first
approximation.

The results of both calibrations are modeled inarefields of
corrections for each band. The distortions arewtaied using
a nominal focal length of 53 (resp. 83) mm insteéadhe real
paraxial focal lengths of about 51.7 (resp. 81.@) far the 50
(resp. 80) mm lens systems. The up-scaling ofdlbelflength
of about 2.5% makes sure that the rectified fourdbamages
have the original pixel count without containingyablack
margins caused by distortion effects or a de-cedterincipal
point coming from chip mounting tolerances.

The distortion correction fields are saved intoxaiL file that

contains a regular grid of corrections for eachthd four
bands. The grids are covering a slightly biggemaatan the
real image and are sampled dense enough to allousiiog bi-
linear interpolation in the rectification.

The laboratory calibration process cannot deterrtieelMU

misalignment estimation (exterior orientation). tRermore,
usually the IMU sensor is delivered separately fitbm sensor
head. Thus the principal point offset has to becmeined

based on flight images taken with an assembledsysThis
can easily be done by the customer himself usifgSHEO+

whenever IMU and sensor head had to be separated.

4. LABORATORY CALIBRATION

The laboratory setup consists of a collimator prieg
selectable pinhole images to infinity and a 2-gg@miometer
that rotates the camera head such that the pirimalges can
be viewed at any direction within the field of vigwOV) of
the camera lens (Figure 3). Both units have beeecésly
designed for the RCD30.

2 Europesdib@tion and Orientation Workshop, Barcelona,201



]
e

Figure 3. The goniometer and collimator setup, baffles
and lids removed

The goniometer is based on two large high-precisaiation
stages (absolute accuracy 0.003°) in azimuth-etavat
configuration similar to a theodolite. This allofes “transiting
the scope” (measuring in direct and reverse pagitiby
flipping over both goniometer axis to measure it sensor
image being upside down (i.e. turning the elevatiois by
180° and the azimuth axis by 180°-2*azimuth angle).
Averaging the two measurements eliminates most haf t
residual non-orthogonality of the two axes and cengates for
internal deformations of the camera caused by tirezdntal
operating position.

The collimator system is not only used for the getim
calibration, but also for the sharpness adjustmeitthe
camera. Besides that, it allows to check the camesalution.
The elements necessary to cover all tasks are

¢ A collimation lens (a small ED-apochromatic
astronomic telescope lens f = 339 mm, D = 45mm).

« A small integrating sphere for the illuminationtog
projection patterns.

< A beam splitter cube that splits the light path for
illumination and autocollimation.

« A frame camera for autocollimation (adjustment of
the infinity position).

« A high precision rotation stage (unidirectional
repeatability 0.0007°) that allows exchanging the
projected patterns (pinholes, barcodes etc.) ierg v
repeatable way.

* Alinear stage that allows controlled (de-)focusaig
the projected pattern for focus adjustment. For
geometric calibration the stage is in the infinity
position.

In order to maintain a long-term stability the gesrit
calibration unit has been set up in a temperatomrelled
room. The calibration of the rotation stages hasnbeerified
with a calibrated polygon mirror. The orthogonalitfythe two
goniometer axes is better than 0.005°.

Angular and focus calibration are checked on alezdoasis.
Up to now, no change could be detected. That méaais
individual calibrations per measurement are noessary.

The projection patterns used are:
¢ Pinhole (1 mm diameter) for geometric calibration.
¢« Coarse bar codes for focus adjustment (1 Ip/mm,
horizontal and vertical), including the infinity
reference by autocollimation.

Tempelmann/Beisl/Boehrer/Hinsken/Recke

3

e Bar codes for MTF measurement at the lens systems
supplier’'s specification level of 20 Ip/mm at 50dan
80 mm focal length (3 Ip/mm and 5 Ip/mm,
horizontal and vertical).

e Crosshair pattern for angular zero adjustment and
orthogonality check.

The point measurement is done using a pinhole that
collimated to infinity. This pinhole is imaged to @llipse of
about 25 (resp. 40) pixels diameter on the CCDs Her 50
(resp. 80) mm lens. Using the known approximateginm
parameters, a template image is created that ispizeb
correlated to the pinhole image in all five 15 n@geal images
of the camera head. Due to the larger amount akelation
calculations a larger object can be matched todrighecision
than a smaller object.

For practical reasons the definition of the distortof analog
airborne imaging cameras was defined following
measurement procedure at that time (Kraus, 198&29).
Instead of the film, a highly precise glass platdhvequidistant
grid lines across the image diagonals was placdtdrimage
plane of the camera lens. The angles under whiehgtid
points were observed on the object side of the Mase
measured with a goniometer (McGlone, 2004, sec22p
Using the paraxial focal length and a pinhole canmeodel the
undistorted positions could be projected into thage plane.
Then the distortion was defined as the differenéethe
distorted (equidistant grid) position minus the istmted
(projected) position measured at the distortedi¢iéstant grid)
position. This definition is still used in all buedadjustment
software, including ORIMA, and also in the RCD30 post-
processing software Leica FramePro.

Unfortunately in modern digital cameras a grid @laannot
replace the focal plate without invalidating thecdb
adjustment and principal point calibration.

So the distortion for digital cameras has to be sus=d the
other way round: A pinhole image is projected atcigely
calculated multiple angular positions into the imggane of
the camera. The angular grid corresponds to andistgmt
object grid. With the assumed nominal focal lengtid a
pinhole camera model the undistorted positions ¢en
projected into the image plane and be compared thith
observed distorted point positions, which form an-o
equidistant grid. Calculating the distortion as abw#l end up

in a distortion grid at non-equidistant grid points

the

Figure 4. Sensor rotation and principal point
measurement pattern

Therefore the geometric distortion measurement asedin
three steps.

1. The sensor rotation and the principal point positio
are determined by measuring the five characteristic
points of an equidistant cross in the Greenl rafare
band (Figure 4). The result is refined in 5 itevas.

2. According to the sensor rotation and the principal

point position an equidistant grid of 11x13 points
(Figure 5) is laid out in the object (=angle) spaocd
the distorted points are measured in the imageeplan

Europesdib@tion and Orientation Workshop, Barcelona,201



in direct and reverse position of the sensor h&hd.
non-equidistant distortion grid is interpolated to
equidistant grid positions. For the outmost pothts

is even a short distance extrapolation.

Based on the interpolated grid that results from ste
2, the modified goniometer angles are calculated.
The measurement is repeated in direct and revers

subsequent software packages than separate imagks w
different geometries.

Leica FramePro is mainly designed for image dowtloa
simple post flight quality control and creation iofage files
tailored to different customer needs. To do thigiehtly, the
notion of a processing chain is used. This chambmthought
ef as a simple control mechanism that is able tormultiple

position of the sensor head and the observedkernels sequentially. Each kernel itself is spéal in one

distorted points will fit almost exactly to an
equidistant grid in the image plane. Then the final
distortion grid is calculated and interpolated agai

As the Leica FramePro software expects a grid ihdarger
than the image, an additional line of points iseatjdusing an
extrapolation model that was empirically derivednir flight
calibrations.

on | FoCal | GeoCal | PRNU | (Image Capture) | (Goniom: eter) | (FocusiWheel) | Log

Configuration File Sensor ID
lgc_CH62_f160_9x13_4.15 ~ (62040

Difcalibrationsigeocall52040_50014_20111222_150008.geo

Start

Lens ID
50014

Date_Time
20111222_150008

Operator ID
ribe

Stop

Manual

Load ( Generate xml

]

1stpos 2nd pos

Camera

Minutes left

Figure5. Measurement grid in direct and reverse
position. The five larger dots show the positiohthe
rotation and principal point measurement.

5. IMAGE RECTIFICATION IN LEICA

FRAMEPRO

Leica FramePro rectifies the raw images to disiartiree
multi-band images with a nominal principal distanesing an
equidistant grid of distortion corrections, readnfr the
calibration XML file. In addition, a principal padinoffset
correction that is also contained in the XML filedathe mid-
exposure FMC-position from the image header ardiexhp

A main design goal was to use a simple data mddeldan be
easily integrated into in-house and third party twsafe
packages. It was important to choose a suitabléorticn
parameter format, such as ASCII text files contajrustralis
Parameters, the pat-b output format, or the ORIMA-&am
File (DC-Brown parameters). A decision for any okdh
formats would have meant to provide converters dibrthe
other formats. Otherwise users would try their @wror prone
conversions and introduce conversion errors.

Additionally we would have had to handle at leastifferent
calibration sets. One set would describe the RGB éndye
other the NIR image from the second sensor. Thisldvadd
additional complexity for the data handling to tustomer.

On the other hand, since the RGB data originates &d@ayer
sensor, a data interpolation is already needed.

So it became the obvious choice to combine Bayer
interpolation and distortion correction in a singiéerpolation
process, which avoids exporting any distortion peaters.
This also gives the advantage of a very simple @tom
description by a plain pinhole camera model withaminal
principal distance. Furthermore, precisely co-reged four-

task and runs data parallel. The data flow follamvbucket
chain pattern passing data from kernel to kernel.

Goals for the rectification algorithm were espdgial

grid based interior orientation (distortion corien)

very good throughput on reasonably CPUs

no requirement of additional hardware (however,
Leica FramePro requires at least 8 GB of RAM and a
64 bit Windows operating system)

Parallelization relies on OpenMP as it can runljréwithout
thread synchronization), as

the algorithm uses indirect interpolation (for each
target pixel we calculate the exact position inrseu
image space and interpolate the intensity there),
which enables atomic writes per pixel

the grid is slightly bigger than the full sensoasp
(simple look-up and interpolation)

all parameters that may vary are integrated inéo th
distortion correction grid beforehand (these are a
modified principal point and the mid-exposure
position of the FMC)

All processing is done in real value precision ditg
quantization (rounding) errors. In the current belframePro
version (1.1) we still do de-mosaicking and recéfion in
separate kernels. In future it is planned to gétebejuality by
joining these two steps for the RGB sensor avoiding o
resampling step.

6. EXTENDED BUNDLE ADJUSTMENT

With a special flight configuration, known as theutlle cross
(Figure 6), which was already established for catibn of the
ADS line sensor, it is possible to fully calibrdtame sensors,
too. The configuration is characterized by a cs¥s#pe, where
each line is flown bi-directionally. Two such cressare
required at different flying heights. The doubless is flown

with about 70 % overlap in each flight directiorhieh results
in a maximum of 24 ray points. The second flyindgghe is

about 30 % above the first flying height.

Using this configuration allows for a calibrationtfout using
ground control points. The GPS-IMU observationsedahtwo
different flying heights define the scale and allofer
performing a calibration over flat terrain. The dfit
configuration was designed in such a way that duces the
correlation among the camera parameters to a mmintualso
has the advantage of reducing the correlation hmiwihe
camera and the exterior orientation parametersasdres that
the calibration isn't influenced by the flight capfration.

The algorithm used for automatic point measuringtnbe able
to handle large scale differences and a high numbexys per
point. The software used to perform this task thezi “LPS
Automatic Tie Point Extraction” or “IPAS CO+ APM".

band, RGB or FCIR images can be more easily processed b
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Figure 6. Double cross flight configuration

The mathematical model of the bundle adjustmerdralgn is
based on the transformation of a 3D point from grbspace
into the 2D image space.

I % X=X,

Y, |=AR@@,4),| Y =Y, (1)
- f Z -7
"X

Y, Coordinates of object point
LZi ]
_Xj_

Y; Coordinates of projection center
_ZJ' i
R(,8,K), iRmo&tlatlon betyveen object and

ge coordinate system
Xi'
yj Image coordinates and
”f principal distance

By dividing equations one and two by equation thired1)

above, the unknown scs /]u cancels out. These equations are
the collinearity equations as used for frame sensor

ru,(xi _Xj)+r12,(Yi _Yj)+r13,(zi _Zj)
rBIJ(Xi _Xj)+r321(Yi _Yj)"'r33J (Zi _Zj)

X == @®)

rzg(xi —Xj)+l’221 (Y| _Yj)"'rmJ (Zi _Zj)
r31j(xi _Xj)+r3z,(Yi _Yj)+r33, (Zi _Zj)

Yy = @

This model describes a ray that travels on a $ttdige from
the object through the projection center to thegiendt must be
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extended to describe the physical effects that éapyhen the
ray passes through the lens and other camera canfsouantil
it reaches the sensor surface.

ny (X=X +1, (Y =Y) +135 (Z, - Z)) .
g, (Xi = X)) #15, (%, = Y)) 155 (Z, - Z))

%= )

I'21,(Xi _Xj)"'rzzI 4 _Yj)"'rzs, (Z,-2)) +
rall(xi _xj)"'rszl (Y| _Yj)"'rss, (Zi _Zj)

)

The termsdx and dy can be defined in various ways. In
ORIMA the well-known parameter set of (Brown, 1976) i
used.

dx = X, +a,(r> —r2)x+a,(r* —=r)x+a,(r® —r;)x
+b,x +h,y

(e (¢ —y?) + Xy + e (Xt —y )X/ ¢ )
+dyxy +d,y? +d,x*y +d,xy* +dgx*y?

dy = Yo +a1(r2 _roz))/"'az(r4 _ro‘t)y"'as(r6 - ros)y
+He, (X - y?) + e Xy + ey (X - y*))y/c )

+dxy +d, x> +d X7y +dgxy? +d, x*y?

For the RCD30 calibration only the coordinates ofgihiacipal
point Xo, Yo and the radial lens distortion parametersaz are
used. The remaining parameters are not suitaldertgppensate
the systematic effects of the sensor.

The vectors at the grid points (e.g. in Figure @) ealculated
as mean values of the residuals of the neareship@igpoints.
If the residuals would have no systematic, the ayervalues
would be zero.
Extending the corrections can compensate theseonagi
effects.

My, (X _Xj)"'rlzJ ( _Yj)+r13j (Z _Zj)

+dx+dx

%7 r311(xi_Xj)+r321(Yi_Yj)+r33](zi_Zj) ©)
_ rzll(xi_xj)"'rzzJ(Yi _Yj)+r23j(zi_zj) @
%o r311(xl_xj)+r32] (Y| _YJ)"'rsaJ (ZI_Zj)+dy+ y (10)
dx =cx(i, j)(L-AX)(L-Ay) +cx(i +1, j)Ax(L-Ay)
rox(i, j+)A-A)AY +ox(i +1 | + DAy D)
dy = cy(i, )1~ Ax)(L-Ay) +cy(i +1 j)AX(1-Dy) 12

+cy(i, j +)(A-Ax)Ay +cy(i +1, j +1)AxAy

cx(i,j), cy(i,)) : Corrections at grid point (i,j)

Ax= X" ox(, j) with: gx(i,j) = x-coordinate at grid
X=—" . 2
d point (i,j)
Ay = %y(l]) with: d = mesh-size
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The equations 11 and 12 describe a bilinear intatipo
within a mesh of a grid. The corners of each mestgaven by
the predefined fixed grid coordinates(i,j) and gy(i,j). The
size of a mesh has to be chosen in such a waythhabcal
systematic can be compensated by linear interpolati

The correctionx(i,j) andcy(i,j) are introduced as unknown

parameters in the bundle adjustment. The number
parameters depends on the mesh-size and the imageatf
Typically there are a few hundred of correctiongpaeters. In

7. THE CALIBRATION PROCESSBASED ON
BUNDLE ADJUSTMENT

The design of the RCD30 using an aspherical beaittespl
plate for the NIR band is a highly non-linear systémat
requires an iterative process for the calibratidach iteration

ofstep consists of automatic tie-point measuremetiswied by

a bundle adjustment, which solves sets of calibnati
parameters. Those calibration parameters are thsenl @0

the case of the RCD30 a mesh-size of 4.15 mm leads ta/pdate the correction grids, which are then usegeteerate a
(13-15-2) = 390 parameters. The automatic poinsureaent
provides more than 200 image points for estimat@agh
correction parameter (Figure 7).

Figure7. lllustration of the point density used to
determine the correction grid parameters. The éigur
shows a zoomed portion of the image, showing four

meshes.

The correction grid model can be applied to angtgpframe
sensor. It can be used for instance for other fraamsors like
DMC, UltraCam or DigiCam by adapting the size of thiel g
and the size of the meshes.

Integrating the grid parameter estimation into thendle
adjustment, instead of estimating the grid coedfits from the
remaining residuals after the bundle adjustments kze
advantage that the solution is more rigorous amdrésult is
obtained faster. Uncompensated systematic in ansexgnt
can cause various side effects like small blundensaining
undetected or good observations being erroneowtcted as
blunders, other parameters being biased, or weigkiag
impacted within the variance component estimation.

The bundle adjustment, which takes
parameters are used, is still faster than if thé garameters
were estimated in an iterative post-process. Thegiated
process is a more rigorous approach as it reliethermriginal
observations, whereas post-process-corrected acligrry

would have to go into an iteration process and rassu

uncorrelated observations which isn't fully true.
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longer when grid

new set of rectified images. This iterative prodsssontinued
until all bands are co-registered and are free fgmometrical
distortions. Depending on the magnitude of the IMU
misalignment and the relative shift and rotationtieé NIR
sensor against the RGB sensor, the calibration rfead$o six
iterations.

The iterative process starts with the green banly. oA
relatively sparse set of points is extracted byABRM run with

a strategy that allows for large offsets. The iemilused to
solve in the bundle adjustment for IMU misalignment
principal point, principal distance and radial-syatrit
distortion (Figure 8). After applying the green Hamsults to
all bands, a second iteration is started, now witrery dense
point extraction by APM (Figure 7). The bundle adment is
used in grid mode to solve for small effects, sashrregular
deformations from non-planarity of the CCD.
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Figure 8. Effect of the principal distance and the
principal point during the first iteration. The dies serve
as scale indicators and have a radius girh0

In a second phase all bands are included into theeps. If it
turns out during the first iteration of this phat®at the
misalignment calculated from the green band isyettstable,
the iteration is used as a third green-only iterati

The second phase consists of two or three itersfidurs a final
check. In the first iteration of the second phdlse,NIR image
is introduced for the first time. The specificity the camera
design regarding the NIR imagery (the independeméareand
a light path with more optical elements than the RaB) will
lead to an important offset and distortions pattgtar the first
iteration in that second phase (Figure 9).
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Figure 9. Systematics compensated in the first iteration
for the NIR band. The maximum values reachufr®

During the second phase, the bundle adjustmerged in grid
mode for each band individually. To increase theveogence
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speed of the process, D.C. Brown parameters are used

additionally to compensate for the larger deforoaiin the
first NIR iteration. After a total of four or fiveerations the
remaining systematic is reduced to aboutBril(Figure 10).

Figure 10. Remaining systematics for the NIR band at

the grid points, when grid estimation is used. The

diameter of each circle isym. The results for the RGB
bands look similar.

However, besides the internal accuracy of the kndl
adjustment, there is also the external accuracgnoiteration
step. Due to the point location errors in APM, amjieg
another iteration step will always show new randeiffects,
smaller than um across for most of the image, up targ@ on
the border points and sometimes larger on the cquoits
(Figure 11). The larger values at the border aedctirners are
due to the small number of tie points generatethim region.
As they affect only the outmost image region, tleayn be
neglected.

A final quality control is done ensuring that thstimated
calibration parameters are delivering a distorticee image.
No noticeable color fringes should appear in the Rl
FCIR images.

Tempelmann/Beisl/Boehrer/Hinsken/Recke

Figure 11. Remaining variation of the correction grid
from an additional iteration. The result is typical
regarding the size of the variation. There is nahfer
convergence of the solution.

COMPARISON OF THE RESULTS OF BOTH
CALIBRATION METHODS

8.

As the flight-based calibration will always compatesa part
of the IMU misalignment in the correction grid, thesults of
both methods cannot match directly. The best wagotapare
both methods is to run a single bundle adjustmtaration
with a goniometer calibration as the input. Thedlarmust be
used to estimate only the two parameters IMU ngsatient
and principal point. This is the same as a custdmasrto do
when he receives a goniometric calibration. Thegenapace
residuals of this bundle adjustment show how much t
goniometric calibration differs from what would wlsfrom
the flight.

A typical result of such a comparison is showniguiFe 12.
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Figure 12. Difference of goniometric and flight-based
distortion corrections. The diameter of each cirislet
um.
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There is clearly some systematics visible. Thesehawever
smaller than 2..um except for the top and bottom edge, where
the maximum value is pm. The resultings, is 2.1um.
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Keeping in mind, that this is a Bayer camera witBager cell
size of 12um, the result is still good.

9. CONCLUSION

The flight based calibration method, using a coratiam of
classical camera parameters and the new grid pstithation
of ORIMA has been proven to work well for the RCD30ere
with its uncommonly shifted, rotated and distoriédR band.
Therefore we expect it to work also for other fracseneras.
Currently we are running tests with the Z/I DMC 1IQ25vhich
has the additional challenge of containing locdbdeations
on the huge CCD area. Other cameras will be considere
grid correction as well.

Getting the goniometric calibration to a sufficientality level
was a non-trivial and tedious task, both on thedware and
the software side. Although the current agreemehthe
goniometer and the bundle adjustment results icift for
practical purposes, we will further investigate tksenall
systematic effects which we see between both methad
ORIMA has proven to deliver as perfect as possibulis
over quite some years, we will focus our search tioa
goniometer side.
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