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ABSTRACT: 
 
Digital cameras are becoming available with many smaller formats capable of precise measurement applications. They require 
calibration to determine their metric characteristics in order to carrying out photogrammetric activities. For more accurate results, 
the calibration images should be taken under similar conditions to the field samples.  
The aim of this work was to compare a standard methodology used by Photomodeler Scanner software for lab calibration using a 
low cost non-metric camera with a camera calibration made in the environmental conditions and the surface to be modelled. Within 
field calibration we compared three methods: field calibration 1 was done with only automatic autocorrelated points, field 
calibration 2 had automatic points and points introduced manually and field calibration 3 was carried out with only manual points.  
To achieve this goal, low cost equipment and software were used.  
First, lab calibration was done using a grid pattern obtained from EOS Systems Inc. The focal length was fixed at widest angle and 
the network included twelve images with ± 90º roll angles. To develop the field calibration, a flight planning was programmed 
including fourteen images. To carry out the flight an unmanned aerial vehicle (UAV) was used. In the same way as in the lab 
calibration, the focal length was fixed at widest angle. The altitude flight over ground was 50 m. The field test used in the study was 
a surface located in Almería (Spain) and a set of 29 target points were placed. These points were used as ground control points 
(GPC) and as check points in the different projects carried out. The calibrated parameters obtained were focal length (only in lab 
calibration), the format size of the CCD sensor (only in lab calibration), the principal point coordinates, radial lens distortions and 
decentring distortions. The chosen error estimator was the well-known root mean squared error (RMS) based on the 29 target points 
set. The RMSs obtained had the same magnitude order. It was concluded that in our photogrammetric applications maybe we can 
avoid a very strict surveying of GCP to the block adjustment, if we use the automatic autocorrelation algorithm to obtain the tie 
points. The lab calibration was carried out once in order to characterize the interior orientation parameters (IOP) and then it was used 
as pre-calibration in all field calibration methods. 
 
 

1. INTRODUCTION 

Digital cameras are becoming available with many smaller 
formats capable of precise measurement applications. They 
require calibration to determine their metric characteristics in 
order to carrying out photogrammetric activities (Habib and 
Morgan, 2003). A common criticism with small format aerial 
photography is the camera’s geometric instability and limited 
precision and accuracy (Warner and Carson 1991). This 
criticism becomes even more significant with digital cameras 
and their low-cost lenses. Often, it is impossible to obtain data 
about the interior orientation of the camera; thus, alternative 
camera calibration methods have been suggested (Zhang, 2000). 
The use of low cost digital photogrammetric systems like 
Photomodeler has contributed to the use of these “off the shelf” 
cameras among photogrammetrist and non photogrammetrist 
(Cardenal et. al., 2004).  
Camera parameters commonly discovered through calibration 
procedures include the computed principal distance or  focal 
length (f) of the lens, parameters (xp, yp,) which denote the 
coordinates of the centre of projection of the image (principal 
point), and lens distortion coefficients (k1, k2, k3, p1, p2, p3) 
where the terms ki represent coefficients of radial lens distortion 
and pi terms represent coefficients of decentring distortion 
caused by a lack of centring of lens elements (William, 2005). 
Radial and decentring distortions comprise the aberrations 
which affect the location of images (Fryer, 1996).  

Many calibration techniques have been developed in the last 
few years: Mason et al. (1997), Karras and Mavrommati (2001), 
Honkavaara et al. (2006), Remondino and Fraser, (2006), 
Douskos et al. (2007), Grammatikopoulos et al. (2007), Wang  
et al. (2008), Zhang et al. (2010) and others, but there are not 
many calibration techniques in which the images are taken from 
UAVs. The evolution of techniques for determining lens 
distortion can be shown in Clarke and Fryer (1998). 
The success of digital camera calibration establishes the 
prerequisite and foundation for digital close-range 
photogrammetry and 3D modelling (Zhang et al. 2010). In situ 
calibrations are characteristic for close range applications: 
camera calibration and object reconstruction is done within one 
process named simultaneous calibration (Cramer, 2004). 
Field calibration uses terrestrial features which have been 
surveyed to relatively high degree of accuracy to calibrate 
camera lenses. The advantages of this method are the accuracy 
of these points, which have typically been surveyed previously; 
the fact that the camera can be used in conditions similar to 
which it will operate; and calibration can take place at a similar 
time to use (Clarke and Fryer, 1998). 
In recent years, Unamanned Aerial Vehicles (UAVs) have 
demonstrated their great potential for photogrammetric 
measurements in many application fields. UAV 
photogrammetry (Colomina et al., 2008) indeed opens various 
new applications in the close-range domain and introduces also 
low-cost alternatives to the classical manned aerial 
photogrammetry (Eisenbeiss, 2009). According to Colomina et. 



 

al. (2008), UAVs are a new paradigm for high-resolution low-
cost photogrammetry and remote sensing, especially given the 
fact that consumer non digital cameras provide a sufficiently 
high accuracy for many photogrammetric tasks (Gruen and 
Akca, 2008). 
The main advantage of an UAV system acting as a 
photogrammetric sensor platform over more traditional manned 
airborne or terrestrial surveys is the high flexibility that allows 
image acquisition from unconventional viewpoints (Irschara et 
al. 2010). 
The aim of this work was to compare a standard methodology 
used by Photomodeler software for camera calibration using a 
low-cost non-metric camera with a camera calibration made 
with Photomodeler too, but in the environmental conditions and 
the surface to be modelled. The camera calibration techniques 
described in this paper were used with the consideration of 
robustness, flexibility and low-cost.   
 

2. MATERIALS AND METHODS  

2.1 Camera platform and image acquisition 

A Pentax Optio A40 digital camera was mounted on UAV 
manufactured by Microdrones, the md4-200 
(http://www.microdrones.com), to take images of a surface 
located in Almeria, (Spain). The camera can be tilted to capture 
images from different angles and it has 12.0 mega pixels 
resolution, picture stabilization, trigger and zoom function. The 
md4-200 can be programmed to follow a route defined by 
several way-points and actions. It has the ability for vertical 
take off and landing with autonomous and semiautonomous 
control capacities, provides position hold and autonomous way-
point navigation, with GPS antenna, altimeter and 
magnetometer to calculate the position coordinates during the 
flight (see Fig. 1).  
 

 
Figure 1. Md4-200 with the digital camera Pentax Optio A40 
 
The drone can be operated fully autonomous including auto 
start and auto landing, thanks to the waypoint navigation 
guidance. In our work the take off and the landing were manual 
and the rest of the flight was autonomous.  
 
2.2 Flight Planning 

The flight planning was programmed using the Md-Cockpit 
V2.6.2.6 compatible software with the drone. Using the module 
Waypoint Editor, the flight path was designed. It is a graphical 
interface based on Google Earth information, and the actions to 
do in each waypoint were defined, including holding position, 
picture orientation and trigger activation. 
For field calibration a route was defined including a total of 14 
waypoints (see Fig. 2). Each waypoint had assigned the action 
of taking a photo.  
 

    
Figure 2.  Flight planning with Md-Cockpit V2.6.2.6 

 
2.3 Digital camera calibration methods 

Camera calibration was accomplished using Photomodeler 
Scanner software. The focal length, the coordinates of the 
principal point and the radial lens distortion parameters were 
estimated via bundle adjustment.  
In this study different camera calibration methods were done. 
The first one consists in a lab calibration with a planar pattern 
and the others, field calibrations made in the environmental 
conditions and the surface to be modelled. In all methods the 
software Photomodeler Scanner was used to find out the interior 
parameters.  
 
2.3.1 Lab camera calibration. In June 2010 a set of 12 
convergent images covering the calibration pattern included in 
the installation package of Photomodeler Scanner were taken. 
The pattern was placed on the floor and three images were 
collected from each of the pattern’s four sides. Figure 3 shows 
some of the images taken from the calibration pattern attached 
on the floor. A tripod was used to ensure image stability. For 
good calibration results with the lab calibration method, images 
should cover the whole imaging area and should be of very 
good sharpness and contrast. Also a minimum of eight images 
with good convergent positions are required 
(www.photomodeler.com). 
 

 
Figure 3.  Calibration pattern used for lab camera calibration 

 
The focal length was fixed at minimum zoom (widest angle) 
and the network included images with ± 90º roll angles. The 
camera positions were close to 45 degrees from the horizontal 
and vertical. 
Interior orientation parameters (IOP) of the digital camera were 
estimated using the module Camera Calibrator of Photomodeler 
Scanner software in which the bundle block adjustment method 
is used. Image point detection was automatically done and the 
calibration results were stored.  
The lab calibration was carried out once to calculate the IOP 
but in all field applications, a field calibration was applied using 
the lab calibration results as initial parameters. 



 

2.3.2. Field camera calibrations. The calibration images 
should be taken under similar conditions to the field samples for 
most accurate results. In order to get this goal, we proposed a 
camera field calibration using an UAV to take the images under 
similar conditions as our future photogrammetric projects.  
To develop the field calibration, as it is mentioned above, a 
flight planning was programmed defining a route including a 
total of 14 vertical images. In the same way as with lab 
calibration, the focal length was fixed at the widest angle and 
recorded as a 3648 by 2736 pixels image. The test-field used in 
the study was a non flat surface located in Almeria (Spain) and 
a set of 29 black and white target points covering the calibration 
test-field were used. The test-field used in this work covered a 
surface of 7.000 m2 approximately. Within field calibration we 
compared three methods: field calibration 1 was done with only 
automatic autocorrelated points, field calibration 2 had 
automatic points and points introduced manually and field 
calibration 3 was carrying out with only manual points. For 
these methods, the focal length and the format size parameters 
were assumed to be the same as the obtained in lab calibration. 
The three-dimensional coordinates of the 29 target points were 
determined with a GPS Trimble R6. The altitude flight over 
ground was 50 m. For field calibration 1, an automated project 
choosing the option SmartPoints project (non-target feature 
points) was set up using the lab calibration internal parameters. 
Then we marked and referenced the 29 target points but they 
were not considered in the processing. Three well distributed 
points were used to change from relative to absolute coordinates 
and the rest of these 29 points were used as check points. The 
option field calibration was chosen and the IOP were stored. 
With field calibration 2, we also set an automated project in the 
same way as with field calibration 1, but 29 natural targets were 
marked apart from the 29 target points used as GCP and check 
points. The natural targets were considered for the processing. 
This field calibration had automatic points and points 
introduced manually and on field calibration 3 a standard 
project was used marking and referencing as many targets as we 
recognised on the images and when the project began to be 
processed, the option field calibration was chosen. This 
calibration was carried out only with points introduced 
manually. The 29 target points were not considered in the 
processing. The chosen error estimator was the RMS based on 
the 29 GCPs set. To find out the accuracy of the methods 
proposed, horizontal and vertical coordinates of the targets 
points were determined in the ED-50 reference frame with the 
Ibergeo geoidal model, using a Trimble R6 GPS receiver and 
applying a post-process method with the Trimble Geomatic 
Office software. We used the time data correction from the 
Almeria station, belonging to the Positioning Andalusian 
Network (RAP).  
 

3. RESULTS  

The paper presents the process, the results and the accuracy of 
these calibration methods. After the software processing, the 
camera calibration parameters values were obtained.  
The calibrated parameters obtained were: focal length, format 
size of the CCD sensor, location of the principal point sensor, 
three radial distortion function coefficients and two decentring 
distortion function coefficients (see table 1, 2, 3 and 4). A high 
correlation was found with K2 and K3 parameters in all 
calibrations. This high correlation is normal for radial lens 
distortion model. Mitishita et.al. (2010) also found a high 
correlation between radial lens distortions but in this case with 
K1 and K2. It can be said that radial lens distortion in our work 
can be modelled by only two parameters (K1 and K2). 

 
 Lab calibration 
 
Focal length (mm) 

 
8.184 ± 7.8 e-004 

 
Format size  (mm) 

 
7.485 x 5.613  

 
Principal point (mm) 

 
3.723 ± 8.6 e-004 x 2.677 ± 0.001 
K1 2.747e-003 ±  2.6 e-005 
K2 -3.108 e-006 ± 4.0 e-006 

 
Radial distortion 
function parameters 

K3 -5.903 e-007 ± 1.9 e-007 

P1 5.097 e-005 ± 3.3 e-006  
Decentring distortion 
function parameters 

P2 -4.489 e-004 ± 3.9 e-006 

Table 1. Camera lab calibration parameters values 
 
 Field calibration 1 
 
Focal length (mm) 

 
8.184   

 
Format size (mm) 

 
7.485 x 5.613 

 
Principal point (mm) 

 
3.728 ±  0.016 x 2.804 ± 0.017 
K1 2.397 e-003  ± 6.8 e-005 
K2 2.270 e-005  ± 6.8 e-006 

 
Radial distortion 
function parameters 

K3 -1.951 e-006  ± 2.6 e-007 
P1 1.315 e-004  ± 1.1 e-004  

Decentring distortion 
function parameters 

P2 -4.311 e-004  ± 1.0 e-004 

Table 2. Camera field calibration 1 parameters values 
 
 Field calibration  2 
 
Focal length (mm) 

 
8.184   

 
Format size (mm) 

 
7.485 x 5.613 

 
Principal point (mm) 

 
3.725 ± 0.014  x 2.803 ± 0.016 
K1 2.438 e-003  ± 6.4 e-005 
K2 1.962 e-005  ± 6.3 e-006 

 
Radial distortion 
function parameters 

K3 -1.811 e-006  ± 2.4 e-007 
P1 1.264 e-004  ± 1.1 e-004  

Decentring distortion 
function parameters 

P2 -4.669 e-004  ± 9.7 e-005 

Table 3. Camera field calibration 2 parameters values 
 
 Field calibration 3 
 
Focal length (mm) 

 
8.184   

 
Format size (mm) 

 
7.485 x 5.613 

 
Principal point (mm) 

 
3.720 ±  0.020 x 2.793 ± 0.020 
K1 2.611 e-003  ± 7.5 e-005 
K2 -2.907 e-006  ± 6.5 e-006 

 
Radial distortion 
function parameters 

K3 -6.916 e-007 ± 2.1 e-007 
P1 1.103 e-004  ± 1.4 e-004  

Decentring distortion 
function parameters 

P2 -6.662 e-004  ± 1.1 e-004 

Table 4. Camera field calibration 3 parameters values 



 

To review the accuracy of the camera calibration results, the 
total final error must be checked. Total error is a statistical 
measure that is calculated in processing. In bundle adjustment it 
is needed to set a scaling value for all expected parameters 
precisions. PhotoModeler sets this scale to 1.0.  When all 
assumptions of the adjustment are met, the output should be 1.0 
also. This means that the total error value on the last iteration 
should be 1.0 if everything matches our expectations. When the 
final total error is less than 1.0, it can be said that the data 
model (including camera parameters) is good and the marking 
is more precise than the assumptions. According to 
Photomodeler (www.photomodeler.com) a value less than 1.0 
pixel indicates a good calibration and very good calibrations 
can have a final total error smaller than 0.4 pixels. In our work, 
the lab calibration had a final total error of 1.940 pixel (see 
table 5). It is a total error a bit higher than the recommended to 
be a good project but the higher error does not necessarily mean 
the project itself is bad or inaccurate (www.photomodeler.com). 
The field calibration 1 had a total error of 0.887 pixel, field 
calibration 2, 0.885 pixel and field calibration 3, 0.565 pixel. 
The total errors of all field calibration methods are under 1.0 
pixel, which is assumed to be a good calibration.  
 

 Final 
total 
error 
(pixel) 

Largest 
marking 
residual 
(pixel) 

Overall 
RMS 

(pixel) 

Lab calibration 1.940 0.723 0.245 
Field 
calibration 1 

 
0.887 

 
3.108 

 
0.721 

Field 
calibration 2 

 
0.885 

 
3.091 

 
0.721 

Field 
calibration 3 

 
0.565 

 
2.738 

 
0.500 

Table 5. Total final error and residuals of the camera calibration 
methods 
 
If the bars in the error chart (see Fig. 4 and Fig. 5) get smaller, 
the final total error decreases. Also checking the marking 
residuals is a good way to test the calibration quality. 
Photomodeler (www.photomodeler.com) recommended having 
a largest marking residual less than 1.0 pixel. The largest 
marking residual in lab calibration is less than 1.0 pixel (0.723 
pixels). The value of the largest marking residual on field 
calibration methods are about 3.0 pixels (see table 5), having 
field calibration 3 better results as field calibration 1 and field 
calibration 2. 
 

 
Figure 4.  Processing of the lab calibration where the 
accumulated error can be seen representing by the error chart 
 

 
Figure 5.  Processing of the field calibration 2 where the 
accumulated error can be seen representing by the error chart 
 
Accuracy of field calibration was also checked with the error 
estimator RMS. This software only needs three control points to 
change from relative to absolute coordinates. For this process 
the same set of three well distributed control points was chosen 
on the three field calibration projects. The planimetric and the 
altimetric RMS were calculated (see table 6). The RMSs 
obtained had the same magnitude order. These small errors 
point out the accuracy of the calibration projects. 
 

 Field 
calibration 1 

Field 
calibration 2 

Field 
calibration 3 

 
RMS xy 

 
0.191 

 
0.178 

 
0.162 

 
RMS z 

 
0.182 

 
0.174 

 
0.120 

Table 6. Planimetric and altimetric RMS of the field calibration 
methods 
 

4. DISCUSSION 

The results in our work show that Photomodeler Scanner 
software is a powerful and flexible tool for camera calibration 
using the bundle block adjustment method. Wiggenhagen 
(2002), Remondino and Fraser (2006), Wotjas (2010), Zhang et 
al. (2010) and Barazzetti et. al. (2011) also used Photomodeler 
software to calibrate digital cameras with good results. 
The management of Photomodeler Scanner for applying a lab 
calibration or field calibrations is very straightforward and its 
relative low-cost in comparison with other photogrammetric 
software, make it an appropriate software for camera 
calibration. 
The field calibration methods have the advantage that the 
camera calibration is made in the environmental conditions and 
the surface to be modelled. Therefore, the use of field 
calibration might assume a great advance, since the calibration 
can be done with the same images to use for a final 
photogrammetric project assuming approximate interior 
parameters of the camera and then recalibrating the camera with 
the field calibration option. Clarke and Fryer (1998) also 
emphasize the advances of field calibration. 
Comparing the three field calibration methods, the simplicity of 
field calibration 1 represents the highest advantage of this 
technique. This method is less laborious than field calibration 2 
and field calibration 3 and all the quality parameters are in the 
same magnitude order. 
The Pentax Optio A40 imagery collected in a flight over 50 m 
with a md4-200 has demonstrated the potential of high 
resolution digital imagery for calibration purposes or 
photogrametric projects. 
 



 

5. CONCLUSION AND FUTURE WORK 

It was concluded that in our photogrammetric applications 
maybe we can avoid a very strict surveying of GCP to the block 
adjustment, if we use the automatic autocorrelation algorithm to 
obtain the tie points. The lab calibration can be carried out once 
in order to characterize the IOP and then it can be used as pre-
calibration in all field calibrations. 
Future work will be focusing in the photogrammetric network 
including rotated photos to check whether the accuracy of the 
project will be improved, flying over ground at different 
altitudes and using others digital cameras. 
Furthermore, an experimental design will be made which let us 
to carry out an analysis of the variance, in order to study if the 
differences between RMS obtained in the three methods are 
statistically significant. 
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